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1 Introduction

GNUbatch is a fully functioned, high performance Job Scheduler and Management
System which is available for a wide range of machines running a Unix or GNU/Linux
Operating System. This manual provides the System Reference Information for all of
the Unix platforms on which GNUbatch may be run, covering the basic product, shell
and "curses" interfaces and the Motif Interface.

Separate manuals discuss the NT Agent, the Windows Interface, the Web Browser
Interface and the API.

The original version was written by John Collins at Xi Software Ltd between 1990 and
2009 as “Xi-Batch” and GNUbatch is based on Release 6 of Xi-Batch. The names,
including most of the program and service names, have been changed to GNUbatch or
derivatives and the installation directories have been changed to conform to GNU
standards. (For this reason some of the diagrams where there is no other need to
redraw them may refer to Xi-Batch rather than GNUbatch).

1.1 Typographical Conventions
These manuals use various character fonts to indicate different types of information

as follows:

File names and quotations within the text
Examples and user script

Program names, whether for Xi-Text or standard Unix facilities
War ni ngs and i nportant advice

1.2 Command Line Program Options

Almost all of the programs that make up GNUbatch can take (or require) options and
arguments supplied on the command line. As much flexibility as possible is allowed in
the specification of these options and arguments. The examples in the manual use
which ever notation is clearest.

White space may be inserted into flag arguments as in
gbch-r -c COUNT=0 -T 10:16
or it may be left out as in
gbch-r -cCOUNT=0 -T1l0:16
Single character options may be strung together with one minus sign:
gbch-r -mwC
or separated, as in
gbch-r -m -w -C

If mutually contradictory arguments are permitted, the rightmost (or rather the most
recently specified) applies.
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The ability to redefine option letters has been provided, together with the +keyword or
--keyword style of option. Such options should be given completely surrounded by
spaces or tabs to separate them from each other and their arguments, for example

gbch-r --condition COUNT=0 --time 10:16

In addition, all the commands have an option -7 or +explain (or --explain) whose
function is to list all the other options and exit.

There is a mechanism for picking up options from environment variables or so-called
configuration files called . gnubatch containing the relevant keyword.
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2 Free Documentation Licence

GNU Free Documentation License
Version 1.3, 3 November 2008
Copyright ©2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc. www.fsf.org

Everyone is permitted to copy and distribute verbatim copies of this license
document, but changing it is not allowed.

0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and
useful document "free" in the sense of freedom: to assure everyone the effective
freedom to copy and redistribute it, with or without modifying it, either commercially
or noncommercially. Secondarily, this License preserves for the author and publisher a
way to get credit for their work, while not being considered responsible for
modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the
document must themselves be free in the same sense. It complements the GNU
General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software,
because free software needs free documentation: a free program should come with
manuals providing the same freedoms that the software does. But this License is not
limited to software manuals; it can be used for any textual work, regardless of subject
matter or whether it is published as a printed book. We recommend this License
principally for works whose purpose is instruction or reference.

1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a
notice placed by the copyright holder saying it can be distributed under the terms of
this License. Such a notice grants a world-wide, royalty-free license, unlimited in
duration, to use that work under the conditions stated herein. The "Document",
below, refers to any such manual or work. Any member of the public is a licensee,
and is addressed as "you". You accept the license if you copy, modify or distribute the
work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a
portion of it, either copied verbatim, or with modifications and/or translated into
another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document
that deals exclusively with the relationship of the publishers or authors of the
Document to the Document's overall subject (or to related matters) and contains
nothing that could fall directly within that overall subject. (Thus, if the Document is in
part a textbook of mathematics, a Secondary Section may not explain any
mathematics.) The relationship could be a matter of historical connection with the
subject or with related matters, or of legal, commercial, philosophical, ethical or
political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated,
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as being those of Invariant Sections, in the notice that says that the Document is
released under this License. If a section does not fit the above definition of Secondary
then it is not allowed to be designated as Invariant. The Document may contain zero
Invariant Sections. If the Document does not identify any Invariant Sections then
there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover
Texts or Back-Cover Texts, in the notice that says that the Document is released
under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover
Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented
in a format whose specification is available to the general public, that is suitable for
revising the document straightforwardly with generic text editors or (for images
composed of pixels) generic paint programs or (for drawings) some widely available
drawing editor, and that is suitable for input to text formatters or for automatic
translation to a variety of formats suitable for input to text formatters. A copy made
in an otherwise Transparent file format whose markup, or absence of markup, has
been arranged to thwart or discourage subsequent modification by readers is not
Transparent.

An image format is not Transparent if used for any substantial amount of text. A copy
that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCIl without
markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly
available DTD, and standard-conforming simple HTML, PostScript or PDF designed for
human modification. Examples of transparent image formats include PNG, XCF and
JPG. Opaque formats include proprietary formats that can be read and edited only by
proprietary word processors, SGML or XML for which the DTD and/or processing tools
are not generally available, and the machine-generated HTML, PostScript or PDF
produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following
pages as are needed to hold, legibly, the material this License requires to appear in
the title page. For works in formats which do not have any title page as such, "Title
Page" means the text near the most prominent appearance of the work's title,
preceding the beginning of the body of the text.

The "publisher" means any person or entity that distributes copies of the Document to
the public.

A section "Entitled XYZ" means a named subunit of the Document whose title either is
precisely XYZ or contains XYZ in parentheses following text that translates XYZ in
another language. (Here XYZ stands for a specific section name mentioned below,
such as "Acknowledgements"”, "Dedications", "Endorsements", or "History".) To
"Preserve the Title" of such a section when you modify the Document means that it
remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that
this License applies to the Document. These Warranty Disclaimers are considered to
be included by reference in this License, but only as regards disclaiming warranties:
any other implication that these Warranty Disclaimers may have is void and has no
effect on the meaning of this License.
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2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or
noncommercially, provided that this License, the copyright notices, and the license
notice saying this License applies to the Document are reproduced in all copies, and
that you add no other conditions whatsoever to those of this License. You may not
use technical measures to obstruct or control the reading or further copying of the
copies you make or distribute. However, you may accept compensation in exchange
for copies. If you distribute a large enough number of copies you must also follow the
conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may
publicly display copies.

3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers)
of the Document, numbering more than 100, and the Document's license notice
requires Cover Texts, you must enclose the copies in covers that carry, clearly and
legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover
Texts on the back cover. Both covers must also clearly and legibly identify you as the
publisher of these copies. The front cover must present the full title with all words of
the title equally prominent and visible. You may add other material on the covers in
addition.

Copying with changes limited to the covers, as long as they preserve the title of the
Document and satisfy these conditions, can be treated as verbatim copying in other
respects.

If the required texts for either cover are too voluminous to fit legibly, you should put
the first ones listed (as many as fit reasonably) on the actual cover, and continue the
rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document humbering more than 100,
you must either include a machine-readable Transparent copy along with each
Opaque copy, or state in or with each Opaque copy a computer-network location from
which the general network-using public has access to download using public-standard
network protocols a complete Transparent copy of the Document, free of added
material. If you use the latter option, you must take reasonably prudent steps, when
you begin distribution of Opaque copies in quantity, to ensure that this Transparent
copy will remain thus accessible at the stated location until at least one year after the
last time you distribute an Opaque copy (directly or through your agents or retailers)
of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well
before redistributing any large number of copies, to give them a chance to provide
you with an updated version of the Document.

4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions
of sections 2 and 3 above, provided that you release the Modified Version under
precisely this License, with the Modified Version filling the role of the Document, thus
licensing distribution and modification of the Modified Version to whoever possesses a
copy of it. In addition, you must do these things in the Modified Version:
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A. Use in the Title Page (and on the covers, if any) a title distinct from that of the
Document, and from those of previous versions (which should, if there were any, be
listed in the History section of the Document). You may use the same title as a
previous version if the original publisher of that version gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for
authorship of the modifications in the Modified Version, together with at least five of
the principal authors of the Document (all of its principal authors, if it has fewer than
five), unless they release you from this requirement.

C. State on the Title page the name of the publisher of the Modified Version, as the
publisher.

D. Preserve all the copyright notices of the Document.

E. Add an appropriate copyright notice for your modifications adjacent to the other
copyright notices.

F. Include, immediately after the copyright notices, a license notice giving the public
permission to use the Modified Version under the terms of this License, in the form
shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover
Texts given in the Document's license notice.

H. Include an unaltered copy of this License.

I. Preserve the section Entitled "History", Preserve its Title, and add to it an item
stating at least the title, year, new authors, and publisher of the Modified Version as
given on the Title Page. If there is no section Entitled "History" in the Document,
create one stating the title, year, authors, and publisher of the Document as given on
its Title Page, then add an item describing the Modified Version as stated in the
previous sentence.

J. Preserve the network location, if any, given in the Document for public access to a
Transparent copy of the Document, and likewise the network locations given in the
Document for previous versions it was based on. These may be placed in the "History"
section. You may omit a network location for a work that was published at least four
years before the Document itself, or if the original publisher of the version it refers to
gives permission.

K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of
the section, and preserve in the section all the substance and tone of each of the
contributor acknowledgements and/or dedications given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text and in
their titles. Section numbers or the equivalent are not considered part of the section
titles.

M. Delete any section Entitled "Endorsements". Such a section may not be included in
the Modified Version.

N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in
title with any Invariant Section.

O. Preserve any Warranty Disclaimers.
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If the Modified Version includes new front-matter sections or appendices that qualify
as Secondary Sections and contain no material copied from the Document, you may at
your option designate some or all of these sections as invariant. To do this, add their
titles to the list of Invariant Sections in the Modified Version's license notice.

These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but
endorsements of your Modified Version by various parties--for example, statements of
peer review or that the text has been approved by an organization as the authoritative
definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up
to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified
Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be
added by (or through arrangements made by) any one entity. If the Document
already includes a cover text for the same cover, previously added by you or by
arrangement made by the same entity you are acting on behalf of, you may not add
another; but you may replace the old one, on explicit permission from the previous
publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission
to use their names for publicity for or to assert or imply endorsement of any Modified
Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License,
under the terms defined in section 4 above for modified versions, provided that you
include in the combination all of the Invariant Sections of all of the original documents,
unmodified, and list them all as Invariant Sections of your combined work in its license
notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical
Invariant Sections may be replaced with a single copy. If there are multiple Invariant
Sections with the same name but different contents, make the title of each such
section unique by adding at the end of it, in parentheses, the name of the original
author or publisher of that section if known, or else a unique number. Make the same
adjustment to the section titles in the list of Invariant Sections in the license notice of
the combined work.

In the combination, you must combine any sections Entitled "History" in the various
original documents, forming one section Entitled "History"; likewise combine any
sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You
must delete all sections Entitled "Endorsements".

6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released
under this License, and replace the individual copies of this License in the various
documents with a single copy that is included in the collection, provided that you
follow the rules of this License for verbatim copying of each of the documents in all
other respects.

You may extract a single document from such a collection, and distribute it
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individually under this License, provided you insert a copy of this License into the
extracted document, and follow this License in all other respects regarding verbatim
copying of that document.

7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent
documents or works, in or on a volume of a storage or distribution medium, is called
an "aggregate" if the copyright resulting from the compilation is not used to limit the
legal rights of the compilation's users beyond what the individual works permit.

When the Document is included in an aggregate, this License does not apply to the
other works in the aggregate which are not themselves derivative works of the
Document.

If the Cover Text requirement of section 3 is applicable to these copies of the
Document, then if the Document is less than one half of the entire aggregate, the
Document's Cover Texts may be placed on covers that bracket the Document within
the aggregate, or the electronic equivalent of covers if the Document is in electronic
form. Otherwise they must appear on printed covers that bracket the whole
aggregate.

8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of
the Document under the terms of section 4. Replacing Invariant Sections with
translations requires special permission from their copyright holders, but you may
include translations of some or all Invariant Sections in addition to the original
versions of these Invariant Sections. You may include a translation of this License,
and all the license notices in the Document, and any Warranty Disclaimers, provided
that you also include the original English version of this License and the original
versions of those notices and disclaimers. In case of a disagreement between the
translation and the original version of this License or a notice or disclaimer, the
original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or
"History", the requirement (section 4) to Preserve its Title (section 1) will typically
require changing the actual title.

9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly
provided under this License. Any attempt otherwise to copy, modify, sublicense, or
distribute it is void, and will automatically terminate your rights under this License.

However, if you cease all violation of this License, then your license from a particular
copyright holder is reinstated (a) provisionally, unless and until the copyright holder
explicitly and finally terminates your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some reasonable means prior to 60 days
after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if
the copyright holder notifies you of the violation by some reasonable means, this is
the first time you have received notice of violation of this License (for any work) from
that copyright holder, and you cure the violation prior to 30 days after your receipt of
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the notice.

Termination of your rights under this section does not terminate the licenses of parties
who have received copies or rights from you under this License. If your rights have
been terminated and not permanently reinstated, receipt of a copy of some or all of
the same material does not give you any rights to use it.

10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free
Documentation License from time to time. Such new versions will be similar in spirit
to the present version, but may differ in detail to address new problems or concerns.
See www.gnu.org/copyleft.

Each version of the License is given a distinguishing version number. If the Document
specifies that a particular numbered version of this License "or any later version"
applies to it, you have the option of following the terms and conditions either of that
specified version or of any later version that has been published (not as a draft) by the
Free Software Foundation. If the Document does not specify a version number of this
License, you may choose any version ever published (not as a draft) by the Free
Software Foundation. If the Document specifies that a proxy can decide which future
versions of this License can be used, that proxy's public statement of acceptance of a
version permanently authorizes you to choose that version for the Document.

11. RELICENSING

"Massive Multiauthor Collaboration Site" (or "MMC Site") means any World Wide Web
server that publishes copyrightable works and also provides prominent facilities for
anybody to edit those works. A public wiki that anybody can edit is an example of
such a server. A "Massive Multiauthor Collaboration" (or "MMC") contained in the site
means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" means the Creative Commons Attribution-Share Alike 3.0 license
published by Creative Commons Corporation, a not-for-profit corporation with a
principal place of business in San Francisco, California, as well as future copyleft
versions of that license published by that same organization.

“Incorporate” means to publish or republish a Document, in whole or in part, as part of
another Document.

An MMC is "eligible for relicensing" if it is licensed under this License, and if all works
that were first published under this License somewhere other than this MMC, and
subsequently incorporated in whole or in part into the MMC, (1) had no cover texts or
invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-
SA on the same site at any time before August 1, 2009, provided the MMC is eligible
for relicensing.

ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in
the document and put the following copyright and license notices just after the title

page:
Copyright (c) YEAR YOUR NAME.
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Permission is granted to copy, distribute and/or modify this document under the
terms of the GNU Free Documentation License, Version 1.3 or any later version
published by the Free Software Foundation; with no Invariant Sections, no Front-
Cover Texts, and no Back-Cover Texts.

A copy of the license is included in the section entitled "GNU Free
Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the
"with...Texts." line with this:

with the Invariant Sections being LIST THEIR TITLES, with the Front-Cover Texts
being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the
three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend
releasing these examples in parallel under your choice of free software license, such
as the GNU General Public License, to permit their use in free software.
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3 Overview

GNUbatch can run on a single Unix host or several co-operating machines. The central
white area of the block diagram shows the possible components of GNUbatch on a
Unix machine. The shaded area indicates the entities, outside of that machine's
GNUbatch system boundary, which use or provide services to it.
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At the heart of GNUbatch is the scheduler daemon btsched. This daemon manages the
batch jobs and the job control variables, which are used for handling dependencies.
There are two instances of btsched running on a stand alone system, or three if co-
operating with other GNUbatch hosts. Co-operating GNUbatch hosts require
connection via a network that provides TCP/IP services.

btsched maintains the job and variable shared memory segments, periodically writing
them out to file when changes are made. It forks to provide one process to monitor
running processes and one to accept messages on the message queue. It forks again
to provide the third btsched to handle the network interface if this mode of operation
is used.

When an interactive queue management tool (e.g. gbch-q, gbch-xg or gbch-xmq)
process is started, it arranges with btsched to be sent signals to advise it of changes
in the job queue or variable list.

All requests, by gbch-g and other processes, are dealt with by sending a message on
the message queue and receiving replies on the same message queue.

IPC used by GNUbatch

GNUbatch uses one message queue to communicate with the scheduler process,
btsched. Two shared memory segments are used to hold records of jobs and variables.
These records are periodically written out to the files btsched_jfile and
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btsched_vfile respectively. A further shared memory segment is used as buffer
space for passing job details, as the size of messages which may be sent on message
queues is limited on many systems. One group of semaphores controls access to the
shared memory segments, and another group is used for network locking.

The IPC facilities can be recognised by running ipcs. The items in question are owned
by batch with a key of 0x5869Bxxx.

3.1 Directory and File Structure

The files which comprise GNUbatch are held in various directories depending upon
their nature. With the exception of global configuration files the installation can be
tailored to suit local practices and standards.

- Global configuration files are always held in the /usr/local/etc directory.

- User programs can be placed in any directory which is on the GNUspool
users' PATH variable (if built with the default options these are
/usr/local/bin and /usr/local/sbin).

Internal programs and data are held in three or sometimes four separate
directories.

3.1.1 Internal Directories

GNUbatch uses various directories to hold the internal programs and data.

These directories may be relocated from the values set when GNUbatch is built by
assignment to environment variables. These environment variable assignments may
(and  probably should) be ©placed in the master configuration file,
/usr/local/etc/gnubatch.conf, to ensure consistency. The directories and
corresponding environment variables are as follows:

Directory Environment Function
Variable
libexec/gnubatch SPROGDIR Internal programs
share/gnubatch SDATADIR Data and control files
share/gnubatch/help SPHELPDIR Help files for programs
var/gnubatch SPOOLDIR Spool directory for

pending jobs

Take care not to assign values to these environment variables arbitrarily; very strange
things will happen if one part of GNUbatch is using one set of directories and some
other part is using another!

3.1.2 Internal Programs
These include the scheduler, network connection daemon, xbnetserv and the utilities

used by them. They are held in the internal programs directory. With certain
exceptions it is not intended that users should ever invoke these programs.

The file structure of the internal programs is flat within their directory.
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3.1.3 Batch directory files

The following GNUbatch internal files are held in the spool directory, which by default
is /usr/local/var/gnubatch:

File Purpose

btufile1 User permissions

gbch-charges1 User charges (deprecated)

cifile Specification of command interpreters
holfile Days set to be holidays

btsched_jfile Saved record of jobs

btsched_vfile Saved record of variables

btsched_reps Report file holding any messages output by btsched
Optional saved password map file (see under gbch-

pwdump1 uchange)

SPnnnnnnnn Queued jobs

SOnnnnnnnn Standard output of pending jobs
ERNnNNnnnnn Standard error of pending jobs
NTnnnnnnnn Local copy of remote job

The above files are owned by batch. Unused copies of the last four kinds of files may
safely be deleted. The nnnnnnnn component of the file name is derived from the batch
job number.

3.1.4 Help and Message files

GNUbatch reads all of its messages from a series of text files (Apart from the "help |
cannot find the message file" messages). The user may adjust these to tailor the
command interface, help and error messages to be suitable for the particular
installation. These are system-wide message files. It is also possible to set up
customised versions for individual users or applications.

The following files are, by default, owned by batch and held in the directory, by
default /usr/local/share/gnubatch/help.

File Purpose
btqg.help Screen layout, messages and key assignments for gbch-q
btuser.help 3§(reeren layout, messages and key assignments for gbch-

btrest.help Messages and arguments for other user programs
btint-config Message file for btsched, btwrite and xbnetserv
filemon.help Message file for file monitor program, gbch-filemon.
xmbtq.help Message file for gbch-xq and gbch-xmq

xmbtr.help Message file for gbch-xr and gbch-xmr
xmbtuser.help Message file for gbch-xuser and gbch-xmuser

Please refer to the chapters on Configurability and Extensibility for details of how to
modify these files.
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3.1.5 Configuration files held in /usr/local/etc

GNUbatch uses up to three files held in the system directory /usr/local/etc.

3.1.5.1 GNUbatch Hosts File

The file /usr/local/etc/gnubatch.hosts is used on networked installations of
GNUbatch to denote details of the remote hosts and clients to which connection is to
be made.

Each line in the file other than blank lines or comment lines (introduced with a # sign)
consists of up to 4 fields. These are as follows:

1.

The hostname to attach to or an internet address such as 197.3.9.1. For
DHCP clients, this gives the Windows user name to be recognised (case
insensitive).

. An alias name by which the remote host is to be referred to within GNUbatch.

The user can give either the host name or the alias name in commands such
as gbch-conn but displays (as in gbch-q or gbch-vlist) will always use the
alias. For DHCP clients, this gives the Unix user name (if different)
corresponding to the given Windows user name.

An alias or Unix user name can be omitted by just putting a single " -" sign.

An alias must be supplied if the host name is given as an internet address.

. Flags, which are further described below.

. A numeric time-out value in seconds. The default if this is omitted is 1000.

This is most important for Windows clients, as it also denotes a time after
which the connection becomes "stale" and must be refreshed, possibly by re-
entering the password.

The flags field is one or more of the following separated by commas.

robe Denotes that the scheduler should check that the specified
P host is active before attempting a connection.
Denotes that no connection is attempted until the operator
manual . .
invokes one with gbch-conn.
external Denotes that the named host is some external system.
Currently this has no meaning in GNUbatch.
For a Microsoft Windows client PC. Requests are allocated by
dos(user) .
default to the username given.
client(user) Is a synonym for dos(user).
Denotes that the first and second fields are user, not
machine names, for DHCP clients. As a special case, if the
clientuser first field is default and the second field is a user name on
the Unix host, then a default user name is thereby supplied
for all unknown Windows users.
: . As clientuser, but denotes that the default client machine
clientuser(machine) |.~ . ! .
is given, otherwise a password is required.
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Exchange information with this Unix host about Windows
trusted .
client users.

pwchk Demand Unix password from Windows clients in all cases.
For example:

machl9 red probe

mach20 green probe,manual

192.112.238.7 yellow probe

WS21 blue dos(jmc) 30

john jmc clientuser, pwchk

default guest clientuser

This provides for 4 machines, where host names are machl19, mach20, WS21 an IP
address and also a user name for DHCP clients. These are given aliases of red, green,
yellow and blue.

In the first and third case any connection will be tested first before continuing.
In the green case no connection is attempted until the user types,

gbch-conn green
or

gbch-conn mach20

The blue machine is a Microsoft Windows workstation. Requests will be assumed to
come from user jmc. Time-outs of 30 seconds apply to requests.

Next the Windows user name of john on any Windows PC is translated to a Unix user
name of jmc, after checking the password.

Finally, any unrecognised Windows user name is treated as the Unix user name of
guest.

The utility program gbch-hostedit (or the GUI version gbch-xhostedit) may be used to
create or edit this file with appropriate checks.

Note that the mapping of UNIX names to Windows names is deprecated - this is now
done in the user mapping file.
3.1.5.1.1 Multiple IP addresses

It is sometimes unclear what the local address is, i.e. the IP address corresponding to
the host on which it is running. It is important for the software to know this, as other
hosts will use this to identify jobs and variables belonging to the host. It is possible to
specify this in the hosts file thus:

localaddress 193.112.238.250

The localaddress statement must be the first item (other than comments or blank
lines) in the host file. The address given can be either a host name or an IP address.

The address can also be obtained each time it is started by connecting to another host
and running getsockname() on the result. To signify this, the following format is used.

Localaddress GSN(www.gnu.orqg,80)
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The integer gives a port number to use.

The host name can be given as above, or an IP address can be used.

3.1.5.2 GNUbatch Master Configuration File

In order to work properly, the scheduler process and all the other programs must be
started with the same environment variables. For convenience, the environment may
be initialised for each program by creating a master configuration file
/usr/local/etc/gnubatch.conf.

This file contains a list of environment variable assignments. Any environment
variables not defined on entry to any of the programs are initialised from this file. Any
environment variables used by GNUbatch may be included in this file, not just those
shown in the example.

For example:

SPOOLDIR: /usrl/spool/batch
SPROGDIR: /usrl/spool/bin
MAILER=/usr/lib/sendmail

An environment variable declared using the equality sign = will be included in the
environment of all batch jobs that are submitted. This may not be wanted for all
variables, in particular the scheduler directories pointed to by SPOOLDIR, SPROGDIR
and SPHELPDIR. To avoid jobs inheriting environment variables from the configuration
file declare them using the colon, : , instead of the equals sign, =.

Please note that the text to the right of the colon or = sign is taken literally; there is no
recursive expansion of $name constructs except for the message file names BTQCONF,
BTUSERCONF and BTRESTCONF (where it is limited to 10 recursive expansions).

3.1.5.3 User Mapping file

The user map file provides a mapping between external names, usually Windows user
names, and UNIX names.

The file is in /usr/local/etc/gbuser.map, and consists (apart from comments
introduced by the # character) of lines of the format

unix-user:windows-user
For example:

# User mapping file
jmc:john collins
sec:sue collins
guest:default

The final entry gives a default user if a named user is not found in the file.

UNIX users not found on the host are silently ignored.

3.1.5.4 GNUbatch Static Environment File

To avoid every job having to have all the environment variables in it, thus saving
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space, the static environment file, /usr/local/etc/gnubatch-env, is provided. The
commands that submit jobs will only store "differences" from this file in each job. This
is provided to avoid saving large amounts of environment information with each job.

Alternative files to /usr/local/etc/gnubatch-env can be specified by including the
following line in /usr/local/etc/gnubatch.conf:

BATCHENV: filel, file2....
These files are read in sequence and constitute the new environment.

3.2 Job and Variable Modes

Each job and variable is given a protection mode. This consists of a set of permissions
dictating how various users may, or may not, access the job or variable. The modes
are like those on Unix files, providing user, group and other access. An expanded set
of permissions has been devised to enable the permissions to control separate
operations.

The permissions are as follows, one set for each of user, group and others:

Permission Function

Read Job or variable may be read
Write Job or variable may be written
Reveal Job or variable is 'visible' to user
Read modes Modes may be displayed

Set modes Modes may be set

Give away Owner Ownership may be given away
Give away Group  Group may be given away
Assume Ownership Ownership may be assumed

Assume Group Group may be assumed
Delete Job or variable may be deleted
Kill (jobs only) Job may be killed

Only the primary group of a user is considered when evaluating group access
permissions.

The visibility of variables and jobs can be set to the local machine only or all
networked GNUbatch machines.

3.2.1 Change of owner and group

Changes of owner and group take place in 2 stages for security.

1. The existing owner, or someone with give away permission gives the job or
variable away to a designated owner or group. This designated owner or
group is noted, but the change has no effect at this stage.

2. The designated owner or a user with that group will have to explicitly assume
ownership of the job or variable. This owner or group must also have the
appropriate permission.
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This 2-stage process is to prevent the security violations of unauthorised assumption
of ownership, and also to prevent jobs from being run masquerading as unauthorised
users.

A user with write administration file privilege does not have to go through this
procedure. Changes to owner or group of a job or variable by such users are
immediate and complete.

3.2.2 Initialisation of modes

The modes of jobs and variables are set when they are created, however users
authorised by the mode may reset them subsequently.

In the case of jobs, the modes set by the option -M to gbch-r are used, in default of
which a set of default modes for the given user are set.

In the case of variables, the mode is set from the default modes for the given user.

A user may be permitted to reset his own default modes with the change default
modes privilege as described in a later chapter, using gbch-user. A system-wide
‘default default mode' is given to each new user, along with a default set of privileges.

As distributed, GNUbatch will assign the following default modes to jobs and variables:

Permission Jobs Variables
User Group Other User Group Other

Read Yes Yes No Yes Yes No
Write Yes No No Yes No No
Reveal Yes Yes Yes Yes Yes Yes
Read Mode Yes Yes Yes Yes Yes Yes
Set Mode Yes No No Yes No No
Give away owner Yes No No Yes No No
Give away group Yes Yes No Yes Yes No
Assume owner No No No No No No
Assume group No No No No No No
Delete Yes No No Yes No No
Kill Yes No No N/A  N/A N/A

3.3 Standard Exit Codes

The command line programs are often run from within other programs or shell scripts.
To allow convenient error diagnosis, there is a set of standard exit codes which are
used by the GNUbatch programs. These are:

Exit Description of Probable Cause
0 Return true, i.e. program ran correctly

Return false, returned only by gbch-var and gbch-jstat for test operations
which fail.

2 Bad arguments to program
3 Invalid permissions on job or variable for operation
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Exit Description of Probable Cause

4 gbch-var only - lost race competing with someone else
5 Could not cd to spool directory (probable set-up error)
6 Scheduler, i.e. btsched, not running
7 Unknown host: gbch-conn, gbch-rr, etc
8 TCP error
11 btsched shutting down
13 Unknown job: gbch-jdel or gbch-jchange
14 gbch-cichange name clashes with an existing command interpreter
16 No privilege for requested operation
19 File not found (actually not used anywhere)
20 Variable not found
30 User not set up, run gbch-uchange -R
31 Unknown user: gbch-charge, gbch-uchange, etc
32 Cannot perform operation because the job is running
50 Cannot create file in spool directory, disc probably full
100 Corrupted help or configuration file
101 Terminal input error (in curses library)
150 Internal error for jobdump, file not found
151 Internal error for jobdump, directory not found
152 Internal error for jobdump, cannot create file
153 Internal error for jobdump, job not found
154 Internal error for jobdump, cannot delete job
155 Internal error for jobdump, cannot save options
200 User program received unexpected signal
201 Cannot create pipe, check for disc full
202 Cannot fork, process table probably full
203 Cannot access shared memory for jobs, set-up probably scrambled
204 Cannot access shared memory for variables, set-up probably scrambled
240 scheduling process btsched has failed
246 Cannot access working directory for job (in last stages of starting job)
247 Job not found (in last stages of starting job)
248 Unknown command interpreter (in last stages of starting job)
249 Could not create/open file in redirections
250 Something strange, probable set up error
251 Cannot create pipe to execute job, disc probably full
252 Cannot fork to execute job, process table full
253 Ran out of string space in job for environment variables etc.
254 Process ran out of memory
255 Cannot find help message file.

Page 19




GNUbatch Reference Manual

4 User Administration

GNUbatch maintains a list of users which is generated from the password system
(whether using the /etc/passwd file or NIS). Hence, each user must first have a Unix
account in order to have a GNUbatch account.

User permissions are now held as a default set together with differences for specific
users, so no special action need be taken when users are added or deleted, unless
they are distinguished in some way.

There are 4 aspects to the GNUbatch user account:

Privileges
Control access to usage and administration functions of the system. For example,
the privilege to submit jobs to the queue.

Charges
Provide an accounting mechanism for each users batch work.

Priorities
When there are more jobs ready to run than are allowed these position the
"ready" jobs with respect to each other. Facilities exist to specify what priorities
each GNUbatch user may specify for their batch jobs.

Modes
Specify the default modes that are placed on jobs and variables for the user who
creates them. Modes are described in detail in the Variables chapter and the Jobs
chapter.

4.1 Privileges

In addition to the ability to access jobs and variables in the manners described by the
modes, each user has a number of privileges, as follows. The privileges may be
individually set for each user using gbch-user, and a default established for new users.
The privileges are:

Description

User may display contents of administration file showing users,
charges and privileges.

User has full write access to administration file.

User may create jobs and variables. This permission is granted by
default.

User may update command interpreter file or adjust load levels.
User may stop GNUbatch (i.e. run gbch-quit)

User may change his/her default modes. This permission is
granted by default.

Privilege

Read admin file

Write admin. file

Create entry

Special Create
Stop scheduler

Change default
modes

Combine user and
group permissions

If the user has this privilege, then any job or variable in the user's
primary group will have the permissions of "owner" and "group"
combined.

Combine user and
other permissions

If the user has this privilege, then any job or variable in not in the
user's primary group will have the permissions of "owner" and
“others" combined.
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Privilege Description

Combine group If the user has this privilege, then any job or variable will have the
and other permissions of "group" and "others" combined, effectively "turning
permissions off" any difference between "group" and "other" permissions.

Unless otherwise stated in the above table the privileges are turned off by default. The
default privileges are those which by default are applied to new users. They may be
changed by a system administrator using gbch-user.

A system administrator is any user with all privileges enabled, especially the write
administration file privilege. Initially the super-user, root, and batch are designated
as system administrators. A particular feature of this privilege is that changes to
owner or group of jobs or variables are immediate and complete.

To save screen space abbreviations are often used in GNUbatch to represent these
permissions. An example of these may be seen on the main screen of the user
administration tools, gbch-user, gbch-xuser and gbch-xmuser.

The set of abbreviations used is:

Mnemonic Privilege

RA Read admin File

WA Write admin File

CR Create entry

SPC Special Create

ST Stop scheduler

Cdft Change default modes

UG Combine user and group permissions
uo Combine user and other permissions
GO Combine group and other permissions

4.2 Priorities

A batch job may have a priority in the range of 1 to 255. Users will usually be
restricted to a smaller range between their individual minimum and maximum
priorities, but which are normally the system defaults, initially 100 to 200. A default
priority for each user may be set; again there is a system default, initially 150.

When a job is queued using gbch-r, it is given the user's default priority unless
overridden with the -p option. It is possible to set a users minimum, maximum and
default priorities to apparently useless values, but, in fact, these combinations provide
possibly useful restrictions:

Combination Meaning

min <= default <= max Normal usage; user may set priority anywhere between min
and max.

min = default = max Special case; user can only use default priority.

min > max "Impossible"; user may not use gbch-r will complain.
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Default priority is effectively undefined.
User must explicitly give a priority to gbch-r, or the job will
be rejected with an error message.

default > max or default
< min

Jobs belonging to remote machines may appear in different places on the queue than
on their machines when they initially come on line, but this situation, which is
harmless, should in any case rapidly adjust itself.

4.3 Charging

Charging is deprecated and has been removed from GNUbatch.
4.4 Modes

The modes of jobs and variables are set when they are created. Unless otherwise
specified, they are set to the default modes in force for the user who created the job
or variable.

See Job and Variable Modes for an introduction to Modes. Additional information
follows about jobs and variables in the relevant sections.

A user may be permitted to reset his/her own default modes with the change default
modes privilege, using gbch-user. A system-wide 'default default mode' is given to
each new user, along with a default set of privileges.

As distributed, GNUbatch will assign default modes to users for the jobs and variables
they create as described previously.
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5 Job control variables

GNUbatch provides Job control variables for handling all types of dependencies. In this
manual, when it is not likely to be ambiguous, Job control variables are usually just
referred to as variables.

There are some variables defined as standard, which are used for controlling the
overall operation of GNUbatch. Other variables may be created, modified, queried and
deleted by any suitably authorised users, via interactive and command line tools.

The specifications for batch jobs include options for interacting with variables before
jobs may start, when jobs are starting and when they finish. For example a job called
update may use two variables, called STATUS and COUNT, for dependencies with other
jobs and the outside world.

~-Batch The Jaob Events and Status
1’ .................................................................... i
iat for STATUS = go Planned Start Time
and LOCH =0
Blocked from starting becauze
STATUS l=goor LOCK =0
B, L e P O T e T Nty STATUS = go and LOCK = 0
LOCk = Lock -1
e R 5T SR }{l_Ea‘tch Star-ts _Il:ll::l
a
=
|_
update
i ELRELRIULRR o oos IS NS er A BEIL
LOCH = LOCH + 1 collects exit status
If job failed
then STATUS=arrar
If job finizhed normally
then STATUS=0k
| ¥

In this example the job update may not start until the variable STATUS contains the
string "go" and the variable COUNT contains an integer value less than 10. In GNUbatch
terminology these tests are called conditions. The variables can have their values set
by any combination of the following:

GNUbatch running jobs which specify variable operations for starting.
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GNUbatch collecting the exit status of jobs which have finished and
specifying variable operations for normal exit, error and/or abort.

Users changing the value of variables manually.
Batch jobs changing the value of variables themselves.

The file monitor program gbch-filemon setting a variable or variables to
indicate the arrival or change of a file.

Other processes unconnected with GNUbatch changing the values of
variables via the API or using the command-line tools.

Returning to our example, either one or both of the variables do not have the required
values, so GNUbatch waits until both variables meet the conditions on job update.
Once the conditions are met GNUbatch starts job update running.

When the job finishes, GNUbatch gets the exit status and performs any specified
operations. In this case it will increment COUNT by one (however the job finished) and
set STATUS to "ok" if the job worked or "error" if it did not. In GNUbatch all operations
on variables that are specified in the options for a batch job are called assignments.

Operations on variables are "atomic". No other jobs, processes or users can access a
variable or variables whilst they are being tested or changed. This is best seen looking
at the assignment of variables STATUS and COUNT when job update finished. Both
variables were protected from the time GNUbatch started incrementing COUNT until it
finished assigning the appropriate string to STATUS.

5.1 Dependency on files

Implementation of dependencies based on files is implemented via the File Monitoring
Option, gbch-filemon, described in Chapter 8.7.

It is not integrated with the main part of GNUbatch as it is necessary to "poll"
(repeatedly interrogate at fixed intervals) the relevant files and directories to monitor
for changes.

Typically, gbch-filemon will be set up to modify a variable when the requested file
event occurs (although it could do something completely different).

5.2 What's in a Variable?

Apart from having a Name and some Contents, variables also have other pieces of
information associated with them. The set of fields which make up a variable are:

Name
The unique identifier by which the variable is referred to. It is an alphanumeric
string which must start with an alphabetical character. GNUbatch will make sure
that there are no duplicate or invalid names on any machine.
Value
The information contained by the variable, which can be either an integer value
or a text string.
Comment
A free text string which should be used to hold a brief description of the variable.
User
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The name of the user who owns the variable. This is set to the person who
created the variable unless it has been transferred to another user.

Group
Like the user field this shows which group the variable belongs to. It is set to the
primary group of the user who created the variable, unless it has subsequently
been transferred to another.

Mode
Like the modes on a Unix file, these specify who may see and modify the
variable. There are, however, far more modes than those associated with files.
Refer to the next section for "More about Modes".

Export flag
Variables may be declared as purely local to the machine or accessible by any
co-operating GNUbatch host. This is a binary flag having the value Local or
Exported. Note that two or more hosts may have variables of the same name, the
name is distinguished by the host name, thus host:name.

Cluster flag
If a variable is marked "clustered" in addition to exported, then a job running on
the given host will use that local version of the variable of that name for
conditions and assignments applied to the job.!

5.3 More about Modes

Access to variables is controlled by the Modes which are similar to Unix file
permissions, but with greater functionality. Permission to each access mode is granted
to the owner of the variable (User), users in the same primary group (Group) or
everyone (Others).

Here is a screen, from the interactive batch queue management tool gbch-q, showing
the modes for a variable called A_ STATUS.

Modes for Variable A STATUS'
Variable owner wally group staff
User  Group Others

Read Yes Yes No
Write Yes No No
Reveal Yes Yes Yes
Display mode Yes Yes Yes
Set mode Yes No No
Assume ownership No No No
Assume group ownership No No No
Give away owner Yes No No
Give away group Yes Yes No
Delete Yes No No

The various modes give the following type of access when permission is granted:

Read The variable and its contents can be read.
Write The data, name and comment of a variable may be modified.

1 GNUbatch2 will make that a feature of a condition rather than a variable.
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Variables will be completely invisible to users without reveal permission.
If reveal permission is granted but not read permission then only the

Reveal name, owner and group of a variable may be seen. The contents and
comment will be hidden.

Display Allows these modes to be viewed.

mode

Set mode Allows these modes to be changed.

Dictates to whom ownership of a variable may be transferred relative to
Assume the current owner. Hence giving Assume ownership permission to just
ownership the owning User has no value, since the owner can only give the
variable to themselves.

Assume Dictates to which primary group a variable may be transferred relative
group to the current group. Only granting this privilege to Other is meaningful.
ownership User and Group are included to be orthogonal.

Grants permission to transfer the ownership of a variable to another

S\Ilvxgraway user. The permission may be given to the owner, members of the same
primary group or anyone.
G Grants permission to transfer the variable to another group. The
ive away > . _
roup permission may be given to the owner, members of the same primary
g group or anyone.
Delete Permission to delete variable from GNUbatch

5.4 Examples of Dependencies Handled by Variables

Any job can have several conditions and make several assignments, hence the
possibilities for handling dependencies are infinite. This section contains some
examples to help understand the importance of variables.

5.4.1 Running Jobs in a Simple Chain
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Intialize “ariakle
PROGRESS="Mona"

" alicate"

=et PROGRESS=""alidated"

Wiait il
PROGRESS="alidated"

¥

IILIF:II::IEtE"

=et PROGRESS="Updated"

Wiait Ll
+ PROGRESS="lpdated"

"Report Generstor”

The simplest example of job dependencies is a single threaded chain of jobs, which is
controlled by one variable. Each job in the chain is required to start as soon as
possible after the previous job has finished.

To prevent subsequent jobs firing off prematurely the variable, PROGRESS, must be
initialised to some safe value before the first job starts. Words like "None", "Ready",
"Standby" or the empty string, "", are good options.

The most obvious values to use for PROGRESS are perhaps numeric, since each job
could simply increment the value by one.

Using string values has the following advantages:

By choosing meaningful names the progress through the chain of jobs can be
seen by looking at the value in PROGRESS.

Only two jobs need their options changing if new jobs are added or existing
jobs are removed from the chain. One job will need a condition changing and
the other an assignment.
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5.4.2 Running jobs in a chain with exception handling

This is the same simple chain as used in the previous example but with alternative
execution paths to run an exception handler if either of the first two jobs fail. In this
case there is one exception handler, but it would be as easy to have a different
handler for the Validate and Update jobs. The value of PROGRESS is set to a different
string depending on the success or failure of the job.

Intialize “ariable
PROGRESS="rone"

" aliclate™

If job weorked Set F‘HG:GHESS=""-.-"alidatEd"
If job failed Zet PROGRESZS="Error"

Errar

U

Wit Lintil
PROGRESS="""alidated"

IILIF:'datE"

If job swworked Set PROGREZS="Updated"
If job failed Set PROGRESS="Error"

Errar
_ ™
ok
Wigit Lintil Wit Lintil
PROGRESZ="Updated" + PROGRESS="Error"
"FReport Generator "Exception Handler"

This is a very simple scenario. The exception handler(s) could be programmed to
perform recovery actions and resume processing of the chain at the appropriate job.

Two variables could be used in this example if it is desirable to keep the job exit status
separate from the progress through the chain. PROGRESS could always be set to
indicate the last job that finished. Another variable, for example STATUS, could be
initialised to "0K" and set to "Error" by any job that failed.

5.4.3 Running Jobs in Parallel

A sequence of jobs can contain some that will be running in parallel, to be followed by
one or more subsequent jobs. Only one variable is needed to indicate when all of the
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parallel jobs have completed.

The variable should be initialised to the number of jobs that will be running
concurrently. Each job then decrements this variable by one on completion. When all
of the jobs have finished the value of the variable will be 0.

For example if three jobs are due to run in parallel, using the variable COUNT then
initialise COUNT to the value of 3.

Inttiali=ation
=et COUMT=3
et STATUS="0K"
LN
Wiait until Wait until Wiait Lintil
=TATUS="0K" 5 3 ATLS="0R" STATUS="0H"
"LlF:II:ZIE'tE.'" Ilupda.tell Ilupdatell
Lecremernt Lecrement Lecremernt
COLIMT by COLUNT by 1 COLMT by 1
It A

Wit until COUMT=0

L.

"Report Generator”

The diagram shows the three jobs waiting for a variable called STATUS before starting.
This is easier to follow than using COUNT to control the job start as well.

The value of COUNT should not be used to indicate the success or failure of the jobs. If
this is required then an additional variable will be needed, as shown in the next
section.

5.4.4 The Parallel Example with an Exception Handler

Providing exception handling in a group of parallel jobs will require two variables. One
variable will act as a counter to show when all jobs are completed, as in the previous
section. Another variable will be required to show if an error occurred.

The error status variable must be initialised to a value indicating that no errors
occurred. Any job which fails should assign an error status to the variable. All jobs
which finish normally must leave the variable alone. For example here is the previous
example expanded to use the variable STATUS to control whether a Report Generator
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or an Exception Handler job will run after the three concurrent Update jobs.

Initialization
STATUS="Ready"

"alidate"

Set COUNMT=3
Set STATUS="0R!

Wit !.mtil Wit !.mtil Wit !_mtil

STATUS="(3K" STATUS="CKR" STATUS="C"
¥ ¥ ¥
"l_lF:IIﬂEtE" "LIF:":!atE" IIl_IF:ldatE"
DecrEEment Decre:ment Decre:ment
COUMT by 1 COUMT By 1 COUMNT by 1
If Llp:u:iatnla Tailed If Llp-:iat:a Tailed If Llp-:iatnla Tailed
Set ST.ﬂ.TLLS="eerr" Set STATU=="error" et ST.E-.TL|S="eerr"

Wiait until STATUS="error"
and COLMT=0

Wiatt until STATUS="0R"
and COLMT=0

"Report Generator” "Exception Handler"

5.4.5 Mutual Exclusion & Semaphores

It is quite common to find two or more jobs that must never be allowed to run at the
same time. This could be because they need the same piece of hardware, like a
particular tape drive. Alternatively they may write to a file or update a database which

could be corrupted by being opened by more than one job.

To enforce the required Mutual Exclusion amongst such a group of jobs, a variable can
be used as a semaphore. All jobs in this group are given a condition that they may
only start when the variable has a certain value. They also have an assignment that
sets the variable to some other value on starting and returns it to the initial value on

completion.

Page 30



GNUbatch Reference Manual

For example:

Two jobs XYZ and ABC can be controlled by one locking variable, called LOCK. Both
jobs have the condition that LOCK must be greater than 0. If LOCK is initialised to 1
then either job may start when its scheduled start time arrives. The jobs decrement
LOCK on starting and increment it on finishing, hence LOCK can only have the values 0
and 1.

Eoth Job «v< and ABC have the condition
that LOCK =0

Decrement I;Dlillf{ by 1

Time

% [0 il

I
Increment iDGI{ by 1

¥

By using the decrement and increment operators in the example we support the
general case for limiting the number of concurrently running jobs to a specific value.
In this case 1 enforces mutual exclusion.

If up to a given number of jobs may run at the same time then LOCK should be
initialised to that number. So for a maximum of seven jobs initialise LOCK = 7.

5.4.6 Passing Data between Jobs

The values of variables can be queried and/or assigned from within a job using the
appropriate command line programs (or functions of the API). This provides enormous
flexibility to do the same things between jobs as ordinary variables may do inside
them.

For example:
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Initialise WYariakle
PR OGS it

Load Mew Diata
[setpﬁﬂﬁz"ﬁﬂ"j .

Froduce reports and
recycle input media.

-

fWait until FROG="G0"

Llse Mew Data

A simple use for setting a Job Control Variable inside a job would be to indicate that
the next one in a chain may start before it has finished.

Other operations that can be performed include:

Exchanging small amounts of data without using an intermediate file (or
possibly the name of a file containing large amounts of data).

Providing mutual exclusion between jobs during critical processing rather
than for the whole execution of a job.

Interrogating variables to see how other jobs have run and are running.
Initialising variables to the required values for a particular schedule of jobs.

Modifying execution of other jobs in a particular schedule.
5.5 System variables and logging

There are seven pre-defined "System" variables known to GNUbatch. They are initially
set to be owned by batch with the default modes which may be reset if desired. These
variables may not be deleted or set to an invalid value (e.g. string for numeric variable
etc.). They may be included in job conditions or assignments provided that these do
not attempt to perform an invalid operation on them.

The variables are:
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GNUbatch updates CLOAD in real time to show the total load level of all
currently-running jobs. This is a read-only variable.

Controls the maximum load of batch jobs that may be running on the
system. Jobs can only be started when CLOAD is less than LOADLEVEL and
it will not put CLOAD over the limit set by LOADLEVEL.

LOADLEVEL may only be set to a numeric value. It may be specified
when GNUbatch is started using the -1 option to gbch-start, usually to
zero, to give maximum control.

If the value is increased, then new jobs may start immediately. If the
value is reduced, then it is possible that the total load level of running
jobs may temporarily exceed it until some of them terminate, however
no new jobs will start until the level is no longer exceeded.

Specifies where to send output from the job audit trail logging. If the
variable holds null (an empty data field) then logging is turned off.

Specifies where to send log output for the variable audit trail. If the
variable holds null (an empty data field) then logging is turned off.
This is a read-only variable containing the current machine name, that
can only be referenced as a local variable.

This variable contains the maximum number of jobs that GNUbatch can
start at once. The initial value, upon installation of GNUbatch, is 5.

This variable contains the waiting time in seconds for the next available
job to start if the previous batch set by STARTLIM has not been started
for some reason. The initial value upon installation of GNUbatch is set to
be 30 seconds.

CLOAD

LOADLEVEL

LOGJOBS
LOGVARS
MACHINE

STARTLIM

STARTWAIT

5.5.1 Using CLOAD & LOADLEVEL

LOADLEVEL and CLOAD may be used to control the batch workload and avoid conflicts
with other activities in a variety of ways.

5.5.1.1 Running fewer batch jobs in office hours.

A batch job can be set up to reduce the value of LOADLEVEL at the start of office hours,
to prevent batch jobs slowing down interactive users. Another job can run at the close
of office hours to put LOADLEVEL back up to the overnight level.

5.5.1.2 Stopping GNUbatch gracefully

To stop GNUbatch, yet allow jobs to complete, perform the following steps:
1. Set LOADLEVEL=0
2. Wait until CLOAD=0
3. Stop GNUbatch

This can be done manually or incorporated in a shell script.

It may even be set up as a batch job. However we would recommend that such a
batch job has a very low load level, such as 10, much lower than any other job, and is
conditional on LOADLEVEL being equal to 10 and CLOAD being less than or equal to 10,
so that to start it, all that is required is to set LOADLEVEL to 10, and it will
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automatically wait until other jobs have finished. At all other times, LOADLEVEL would
never be set to exactly 10, GNUbatch always being restarted with the -1 option to
gbch-start.

Batch jobs which stop the scheduler must launch their script asynchronously to avoid
killing themselves with the gbch-quit command. So the actual "script" of the job would
be:

/usr/sbin/batchshutdown &
and /usr/sbin/batchshutdown would contain

#! /bin/sh
sleep 10
gbch-quit -y

This would give the shutdown job time to complete, before invoking the gbch-quit
command.

5.5.1.3 Starting Administration activities, when Batch work completes.

Set the administration activities up as a batch job to start towards the end of the
expected batch work schedule. Specify that CLOAD=0 as a pre-condition for the
administration job. If there are more than one administration jobs to be run, set them
up as a chain of jobs, with only the first one dependant on CLOAD.

5.5.2 Controlling peak activity

The variables STARTLIM and STARTWAIT were created to prevent a large number of
jobs swamping a machine or network by starting at the same instant. For example: if a
user scheduled 400 network 1I/O intensive jobs to start at Midnight, it is likely that
network problems would ensue.

Any process tends to use a large amount of system resources when starting up. If you
observe any resource being swamped then lower the value of STARTLIM and/or
increase the number of seconds delay specified by STARTWAIT.

On high performance machines STARTLIM may be increased and/or STARTWAIT
reduced. The slowest components may well be any networked or 1/O bound resources.

5.5.3 Job Logging via LOGJOBS

This variable may only be set to a string value. It should contain a file name, or a
program or shell script name starting with a " |". Howeuver, it is vitally important to use
"|" with great care so as to ensure the scheduler process cannot be held up by the
receiving process.

If a file name is given, it will be taken relative to the spool directory, by default
/usr/local/var/gnubatch. Thus a file name of joblog will be interpreted, if the spool
directory hasn't been changed, as /usr/local/var/gnubatch/joblog.

The file access modes on the file will correspond to the read/write permissions on the
variable, (execute permissions will not be set) and the owner and group will
correspond to that of the variable, usually batch.
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If a program or shell script is given, then the PATH variable which applied when the
scheduler was started (this may be from the terminal of the user who ran gbch-start)
will be used to find the program.

Lines written to the file or sent to the program will take the form

03/05/99|10:22:43|13741|date|completed]|jmc|users|150|1000

Each field is separated from the previous one by a |, for ease of processing by awk etc.
The fields are in the following order (new versions will add fields on the right):

Date In the form dd/mm/yy or mm/dd/yy depending on the time zone.
Time

Job Number Prefixed with host and colon for external jobs

Job Title or if no title <unnamed job>

Status code (listed below) Prefixed by host and colon if from remote host
User

Group

Priority

Load Level

The status codes may be one of the following:

Abort Job aborted

Cancel Job cancelled

Chgrp Group changed

Chmod Mode changed

Chown Owner changed

Completed  Job completed satisfactorily

Create Job created (i.e. submitted to queue)
Delete Job deleted

Error Job completed with error exit

force-run Job forced to start, without time advance
force-start Job forced to start

Jdetails Other details of job changed

Started Job started

5.5.4 Variable Logging via LOGVARS

This variable may only be set to a string value. It should contain a file name, or a
program or shell script name starting with a " |".

If a file name is given, it will be taken relative to the spool directory, by default
/usr/local/var/gnubatch. Thus a file name of varlog will be interpreted as the file
name /usr/local/var/gnubatch/varlog.

The file access modes on the file will correspond to the read/write permissions on the
variable, (execute permissions will not be set) and the owner and group will
correspond to that of the variable.

If a program or shell script is given, then the PATH variable which applied when the
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scheduler was started will be used to find the program, possibly that of the user who
ran gbch-start. Lines written to the file or sent to the program will take the form:

03/05/99|09:52:43|cnt|assign|Job start|jmc|users|2011|86742|myjob
Each field is separated from the previous one by a " |", for ease of processing by awk
etc.
The fields are in the order(new versions will add fields on the right):

Date in the form dd/mm/yy or mm/dd/yy, depending on time zone.
Time

Variable Name

Status code (listed below) Prefixed by machine: if from remote host
Event code see below.

User

Group

Value numeric or string
Job number If done from job
Job title if done from job

The status codes indicate what happened, and may be one of the following:

assign Value assigned to variable
chcomment Comment changed

chgrp Group changed

chown Owner changed

create Variable created

delete Variable deleted

rename Variable renamed

The event code shows the circumstance in which the variable was changed, as
follows:

manual Set via user command or operation
Job start Assigned at job start

Job completed Assigned at job completion

Job error Assigned at job error exit

Job abort Assigned at job abort

Job cancel Assigned at job cancellation
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6 Jobs and related entities

To execute a job GNUbatch invokes the specified command interpreter and "pipes”
the text of the job to the standard input of the command interpreter. The most
common types of batch job are shell scripts. Any program which will read instructions
from standard input may be set up as a command interpreter for use by GNUbatch.

The text of a job is often referred to as the job, job file or commands. To avoid
confusion the use of the word script is now being encouraged. The script for each
batch job may invoke other programs, compiled or shell script, as it would if it was run
from the command line. The term job file is still used to describe the file of an
unqueued job which holds the job script.

The set of parameters held by GNUbatch governing what it should do with the job is
often called the command file. This is now being referred to as the job specification.
The term command file is used to refer to the file of an unqueued job which holds the
specification.

Apart from variables, which are described in their own chapter, jobs also have
relationships with two other entities. These are:

The command interpreter under which the job actually runs. All jobs have a
specified command interpreter.

A queue, which provides a grouping mechanism for jobs. All jobs belong to a
queue. This is not always obvious since jobs which do not specify a queue are
associated with the null queue, which has no name.

These entities are discussed at the end of this chapter, as well as in the sub-sections
which describe how each job specifies relationships with them.

6.1 Time

Jobs can be specified without any scheduling time specifications. In this case they will
run as soon as possible, just like jobs run under the standard Unix batch command.
Once such a job has run it will be deleted from the queue.

If a job has a time specification it will always have a Scheduled Run Start Time and
flags to indicate if the job is to be: deleted, retained or repeated after completion.

Repeating jobs have additional options, such as a specification of any days to avoid,
which do not have any impact on the first Scheduled Run Start Time.

The intricacies of the time options are explained below:
6.1.1 Scheduled run start time

The time at which a job is scheduled to start can be specified by date and time to the
nearest minute. GNUbatch starts jobs on the minute boundary, unless they are
prevented from doing so by some condition. When a job has a time specified, it may
be set up to be deleted, retained in a done state or repeated, automatically after the
first run.

The user interface programs accept and understand years specified as 4 digit
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numbers, hence avoiding any problems over the year 2000.

If a job is due to run for the first time then it will always wait, if blocked by some
condition, until that condition is satisfied. Once all conditions are satisfied the job will
run immediately.

When a job is blocked from repeating by some condition, there are a range of
behaviours that it can follow. The options for these behaviours are described in the
sub-section on Repetition.

6.1.2 Retention

Jobs may be set up to run once at a specified start time and then be retained on the
queue after execution. Once the job has run its progress state is set to Done.

A job that is in the Done state may be set running at any time by a suitably authorised
user or program. Similarly the specification of the job may be changed. For example a
new run could be scheduled and possibly some repetition specified.

6.1.2.1 Auto delete after execution

An automatic delete time may be specified if the job has been retained, either with
the "retain on completion" or one of the repeat options. The job will be deleted
automatically after the specified number of hours. The default is zero hours, which will
retain the job indefinitely (this maintains backward compatibility with earlier versions
of GNUbatch).

Each time the job runs, the timeout period will restart.
6.1.3 Repetition

Jobs can be specified to automatically repeat at regular intervals after the initial run.
The interval is specified as an integer number of a particular unit of time. The
available units are:

Minutes Minutes (All repeating jobs attempt to start on the minute)
Hours Hours (This is the default as distributed)

Days Days

Weeks Weeks

Months relative to the beginning.
Monthsb This specification requires two integer values: the first is the interval in
months and the second is the day of the month on which to run.

Months relative to the end of the month. This specification requires two
Monthse integer values: the first is the interval in months and the other is the day
on which to run.

Years Years in the range 1 to 99.

With the exception of Monthsb and Monthse the first scheduled repetition is calculated
by adding the repeat interval to the initial run time. The repeat specification is often
represented in the format unit:number on the command line of programs like gbch-r.
For example:

Minutes:10
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run every ten minutes

Weeks:2

run at the same time and day, once a fortnight
Days:5

run at the same time of every fifth day

Repeating jobs have additional options which can be set to indicate what to do if a job
fails and to specify any days to avoid. These are explained in detail later.

6.1.3.1 Monthly Repeat Intervals

For Monthsb and Monthse the first scheduled repetition will be at the same time of day
as the initial run. The month for the repetition is calculated from that of the initial run,
but the actual day of the month is specified as a separate parameter. If a day of
month is not specified when the repetition is set up, GNUbatch takes the day of the
initial run as the day of month.

Monthly repeat specifications are often represented in the form in
the command line options of programs, like gbch-r. For example:
Monthsb:1:5

specifies that the job will be run on the 5th day of every month. The repeat
specification may also include one or more days to avoid. If this is the case and the
scheduled repeat falls on one of these, the job is put back until the same time on the
first acceptable day.

The repeat option for days relative to the end of the month has to take into account
the number of days in each month. To specify how many days from the end of the
month is required, the month given in the next scheduled time is taken, for example if
the month in the next scheduled time has 31 days, then to specify the last day of each
month use:

Monthse:1:31

or to specify the next to last day of the month use:

Monthse:1:30

If the next scheduled start time is in February and not a in leap year, then these
should be:

Monthse:1:28

or to specify the next to last day of the month use:
Monthse:1:27

to achieve the same effect.

With "months relative to the end", if "days to avoid" is set, then earlier days in each
month are selected until an acceptable day is found, whereas with all other repetitions
the next repeat is put back.

Specifying "months relative to the end" with a day of 5 or less, or "months relative to
the beginning" with a day of 27 or more is probably a mistake.
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Exceptionally, the web browser interface takes a number representing the day of the
month in either case with 1 representing the last day of the month with "months
relative to the end", 2 the next to last etc.

We would appreciate feedback as to which convention is preferable.
6.1.3.2 Days to Avoid

The repeat specification has options to specify one or more days of the week and
holidays to be avoided when scheduling the next run of a job. The holidays are marked
in the holiday table, which is described later in this chapter. Up to 6 days of the week
can be set to be avoided.

When the next repetition of a job is calculated the scheduler will step past any days to
avoid. For example a job that runs at 3 minutes past the hour every hour, but avoiding
Saturdays and Sundays will run at 23:03 on Friday night and then next at 3 minutes
past midnight on Monday morning.

The days to avoid parameter does not affect the initial run time. Hence a job can be
submitted to run the first time on a Saturday, but avoid Saturday and Sunday
thereafter.

Upon installation the default abbreviations for the days to avoid are: Sun, Mon, Tue,
Wed, Thu, Fri, Sat and Hday. The Hday refers to days to avoid as specified in the
scheduler's Holiday file.

6.1.3.3 Time adjustments on error

The time adjustment parameter specifies whether the job's scheduled start time
should be left in the past or set to the next repetition in the event of the job failing.

Specifying that the start time is not to be advanced to the next repetition, allows
errors to be corrected and the job restarted. Select the advance time on error option,
when a problem can or need not be rectified until the next repetition is due.

6.2 Job Completion Messages

GNUbatch can send messages to the owner of a batch job, for example when it
finishes or fails. These messages can be directed to e-mail, the users terminal session
if logged in, or disabled as part of each jobs specification. The options are:

Discard all messages.

Write messages to the job owner's terminal, if they are logged in. Otherwise
e-mail the messages back to them.

E-mail messages to the job owner.

Do not confuse messages from the scheduler about a job with the output from the job.
which is handled differently.

The message handling can be modified on a per user or system wide basis. The same
flags are used but the scheduler can be configured to behave differently, when writing
or e-mailing messages. This is not part of the job specification and is described under
the chapters on Configurability and Extensibility.
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6.3 Redirection of Input and Output

By default any standard output and standard error produced by a job is spooled to a
temporary file, then e-mailed back to the job owner on completion. If no standard
input is specified for a job it will just hang.

The job specification includes redirection options to specify Unix files for input and
output. These work in the same way as redirections in a shell, and have a similar
syntax to the popular shell programs.

A redirection can have:

File number, the file descriptor to be used. If omitted, standard input is
assumed for input, standard output for output.

< indicating input, or > indicating output or >> append to output or | output to
pipe, standard input for following shell command.

<> indicating that the following file would be opened in read/write mode, or
<>> for read/write/append mode.

<| for input from the standard output of the following shell command.

& indicating dup from that file number, or &- meaning close the
file number first specified.

Examples of redirections are

<Cfile

>>Qutput

2>Error

2>81

|lp -d laser
2|grep error >Errs

Note that in the last two cases there are further redirections involving a pipe or output
file which are interpreted by the shell. The last example causes the standard error to
be passed to the standard input of grep.

Symbols for meta-data can also be included in the path/file names used in
redirections. See the section on Meta-Data for a list of the available data.

6.4 Arguments

Programs that are run from the command line are often given options or arguments
on the command that invokes them. For example the file list program Is may be given
the options -al to specify that all files should be included in a report of long format:

1ls -al

A job script may also take arguments and options. These are held in an argument list
as part of the job specification. For example a script called update, may be run from
the command line with arguments like this:

update -C all sales
In a batch job these would be held in the argument list as separate arguments. How
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the arguments are separated is up to the owner of the job. For example -C and all
could be treated as separate arguments or a single argument.

The gbch-r command
gbch-r -a '-C' -a 'all' -a 'sales' update

(none of the quotes are necessary in this instance, but help the reader to follow the
difference between gbch-r arguments and arguments to the job) will produce an
argument list of:

-C
all
sales

Symbols for meta-data can also be included in arguments. See the section on Meta-
Data for a list of the available data.

6.5 Environment & process parameters

A copy of the environment in effect when jobs are submitted is saved as part of their
specification. The job will be run using this environment. The various elements of this
environment can be re-specified as required.

Jobs submitted from an alien platform, such as a PC running Windows, will be given a
default environment. This default can be configured on the submitting machine.

6.5.1 Environment Variables

The job specification holds a list of environment variables that are set up in the job's
environment each time it is run. At run time the scheduler first sets up any
environment variables that are specified in the /usr/local/etc/gnubatch-env file.
The variables from the job specification are then added to the environment.

Symbols for meta-data can also be included in the values of environment variables.
See the section on Meta-Data for a list of the available data.

Note that if you have a large number of environment variables, the standard set
should be placed in /usr/local/etc/gnubatch-env. The job will contain the
differences between those variables and the variables set with the job.

6.5.2 ulimit and umask

The ulimit and umask parameters may be applied to a batch job. By default the values
are taken from the values in force when the job is submitted.

ulimit specifies the maximum file size, in blocks, that can be written by the job.

umask affects the default permissions of files created by the job. It is usually
represented as an octal number, the same as file permissions. For example if umask is
022 the write permission will be turned off for Group and Other on any files created by
the job.
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6.5.3 Working Directory

By default GNUbatch assumes that a job is to be run in the same directory as it was
submitted from. This is held in the job specification and any alternative directory may
be specified, either when the job is specified or later. Take care not to specify a
directory which does not exist or for which the owner of the job has insufficient
permissions.

The ~ notation for users' home directories, such as ~jmc is expanded. Without a user
name, ~ on its own represents the home directory of the job's owner.

6.5.4 Normal and Error Exit Codes

Jobs like all Unix processes will return an exit code on completion. Usually an exit code
of zero indicates the process performed its tasks successfully and exited normally.
Any other exit code usually indicates an error of some kind. Exit codes are integers in
the range 0 to 255.

Not all programs follow this convention, however, so job specifications include two
parameters to interpret exit codes.

The normal exit range parameter specifies a range of exit code values that the
scheduler should interpret as a normal exit after a successful run. When specifying a
normal exit range on the command line of a program like gbch-r the parameter would
look like this:

NO:0
NO:9

The first example indicates that only 0 represents a normal exit. The second indicates
that the exit codes 0 to 9 are normal.

The error exit range may be set using the other parameter, which on the gbch-r
command line would look like:

E17:255

If an exit code does not fall inside either the normal exit or error exit ranges the job is
considered to have been aborted.

If an exit code falls inside both ranges, then the smaller of the two ranges will apply.
For example, if the ranges are:

NO:10
and

E1:255

an exit code of 1 to 10 will fall inside both ranges but will be treated as normal since
the normal exit range is smaller.

6.5.5 Network Scope

When two or more machines are running GNUbatch in co-operation with each other
the scope of jobs becomes relevant. There are three alternatives, which are:
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Local
Specifies that the job is visible and accessible only on the machine to which it
was submitted.

Export
Specifies that the job must run on the local host, but allows the job to be seen
and managed from any networked GNUbatch host.

Full Export (remote runnable)
Enables the job to run on any co-operating GNUbatch host as well as being visible
and manageable by the remote hosts.

6.5.6 Time-out parameters for stopping Runaway Jobs

There are three parameters that specify how to identify and stop a runaway job. They
are:

1. The maximum elapsed time since starting that a job may run for until it is
terminated by the scheduler. This is specified as a number of seconds. The
default is 0 seconds indicating that the job may run unchecked.

2. What signal to send an over-running job in order to terminate it. The job
should trap anything other than a SIGKILL and respond by tidying up and
exiting cleanly. The signal is specified by number rather than by name.

3. A grace time, again in seconds, within which the job should terminate after
being sent a signal. If the job does not terminate itself within the specified
grace time the scheduler will kill it with a SIGKILL.

6.6 Owners, Groups and Modes

Each job belongs to a user and a Unix group. Access to jobs is controlled by a set of
permissions, called modes, similar to those on ordinary Unix files.

6.6.1 Owners and Groups

The job specification includes the user who owns the job and the Unix group that the
job belongs to. The owner and the group are normally taken as those of the user who
submitted the job. A different user and group may be specified when the job is
submitted, but only if the submitting user has write admin file privilege.

Suitably authorised users may change the owner and group of a job when it is on the
queue. An administrator may do this in one operation. Ordinary users, may be given
sufficient privilege to change the specification. In this case the current owner has to
specify who the job is to be given to and then the recipient must accept it.

These security features prevent un-authorised transfer of jobs to and from more
privileged owners and groups such as the root user.

Only the primary groups of users are considered for evaluating access permissions to
jobs.

6.6.2 Modes

Access to jobs is controlled by the Modes which are similar to Unix file permissions,
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but with greater functionality. Permission to each access mode is granted to the
owner of the variable (User), users in the same primary group (Group) or everyone
(Others).

Here is a screen, from the interactive batch queue management tool gbch-q, showing
the modes for a job called update.

Modes for Job “update'
Job owner wally group staff

User  Group Others

Read Yes Yes No
Write Yes No No
Reveal Yes Yes Yes
Display mode Yes Yes Yes
Set mode Yes No No
Assume ownership No No No
Assume group ownership No No No
Give away owner Yes No No
Give away group Yes Yes No
Delete Yes No No
kill (jobs only) Yes No No

The various modes give the following type of access when permission is granted:

Read The job specification and script contents can be read.

The job specification may be modified, and read permission is
conferred automatically.

Jobs are completely hidden from users without reveal permission. If
Reveal reveal permission is granted but not write permission then only the job
id number, owner and group may be seen.

Display mode Allows these modes to be viewed.

Set mode Allows these modes to be changed.

Assume Dictates to whom ownership of a job may be transferred relative to the
ownership current owner.

Assume group Dictates to which group a job may be transferred relative to the
ownership current group.

Write

(;Vlv\rggraway Grants permission to transfer the ownership of a job to another user.
S,{\éipaway Grants permission to transfer the job to another group.

Delete Permission to delete job from the queue.

Kill Allows jobs to be killed, or sent some other signal.

6.7 Job Identifiers - Queues, Titles and Job ID numbers

Each job has a unique job id number, also called the job number or jobno. This is an
unsigned integer, generated by the scheduler when the job is submitted. The job
number is used whenever jobs have to be identified unambiguously.

The job specification also includes a title, providing a more user friendly means of
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identifying jobs on the queue. This title is specified and editable by users and so can
not be guaranteed to be unique. It should be used to help users recognise jobs.

As part of the title specification, a job can be associated with a queue. Each job may
only belong to one queue and a queue may hold many jobs. Queues and their uses are
described later in this chapter.

6.8 Priority and Command Interpreter

Priority, load level and command interpreter are loosely related in that they indicate
the importance and impact on the system of a job.

All jobs are run under a command interpreter, which is referred to by name in the job
specification. Command interpreters are separate entities which specify a default load
level for jobs submitted to run under them. See the section on command interpreters
later in this chapter for more information.

The load level is held as an unsigned 16 bit integer. It specifies the relative impact
that a job is likely to have on the loading of the host machine.

Priority is specified as an integer in the range 1 to 255, and controls how likely a job is
to be run ahead of other jobs in the queue. If there were no conditions on jobs then
they would all run as soon as their start time arrived.

In reality, due to conditions set by the variable LOADLEVEL, there may be more jobs
ready to start than the system will allow. In this case jobs with the higher priority get
started ahead of lower priority ones. When the maximum number of jobs are running,
those that did not get in have to wait until one or more of the higher priority jobs finish
before being started.

6.9 Job control variables - Conditions and Assignments

Dependencies between jobs, and other parts of the system, can be implemented using
variables. The job specification holds two lists of relationships between a job and the
variables. One list specifies conditions which must be true before GNUbatch will allow
the job to start. The other list specifies assignments that GNUbatch will perform on the
data held in variables when a job starts, stops or fails.

6.9.1 Conditions

A condition is a simple expression that compares the value of a variable with a literal
string or integer constant. The scheduler will not start a job unless all of the conditions
are satisfied, i.e. the expressions return a value of true. Up to 10 Conditions may be
specified for each job. The expression has the following four components:

1. A variable name, which may be any variable readable by the user, including
variables on remote machines represented as machine:variable.

2. A comparator, which may be any of =, I=, <, <=, > or >=,

Remember to enclose these sequences in quotes when using them in a shell
command.

3. A constant, which can be a string or an integer (negative or positive).
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4. A critical flag, which determines whether the condition should be ignored if it
involves an inaccessible remote variable.

For example,

Update Count<l7
BackUp State!=Done
voyager:Update Count>2

Where a condition refers to a variable on a remote machine, there is always the
possibility that the remote machines copy of the scheduler is not running or
disconnected. To handle this the condition has the option to specify whether the
condition is critical or not.

If the condition is specified as critical the job has to wait until the machine is available,
and the variable satisfies the expression, before running.

Alternatively if the condition is specified as non-critical and the machine is not
available, the condition will be ignored.

6.9.2 Assignments

Up to 8 assignments may be specified for a job. Each assignment specifies what
operation to perform on a variable and under what circumstances to perform the
operation. The operation is specified as a simple programming language like
assignment statement, hence the name assignment. The circumstances are defined
by a set of flags; all, one or more of which may be set.

There are two special cases of the assignment. One performs a straight assignment of
the exit code with which the job terminated, to a variable. The other does the same
thing with the signal number, if the job was terminated on a signal, either by a Kkill
command, a signal from gbch-q etc, or a program fault.

6.9.2.1 Flag Options

There are six flags to specify when an assignment should be performed. At least one
flag must be set. They can be used in combination or all set as required. The flags are
usually represented by a single letter, as follows:

Letter Operation specified

Start, the scheduler performs the assignment when it starts the job
Normal exit, performs the assignment on normal exit

Error exit, performs the assignment on error exit

Aborted, performs assignment if job aborted (signal)

Cancellation, performs assignment if job cancelled

Reverse the specified assignment for everything except S.

o> m=2W0m

The R flag, is only relevant one or more of the exit flags is set. It undoes whatever
assignment was (or would have been if S is not specified) performed at the start of the
job, when the job finishes.

If all the flags, SNEACR, are set then the assignment is performed on start up, and
reset when the job finishes however it exited. If only the flags SNR are set then the
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assignment is only reversed when the job finishes normally.

Remember that you can adjust what exit codes constitute "normal" and "error" exits,
as described earlier.

6.9.2.2 Assignment Operation

Each assignment statement has five components, which are:

- A variable name, which must already exist and be writeable by the user. To
access an exported variable from a remote machine, prefix it with the
machine name and a colon.

« An assignment operator, which can be as follows:

Assign constant to variable

: Increment value of variable by constant
; Decrement value of variable by constant
*

_ Multiply value of variable by constant

/

Divide value of variable by constant

Take modulus of variable (i.e. remainder when divided by the
constant)

Il o°

- A constant, which may be a string or numeric value. Only the = operator is
valid for assignments with strings.

- A critical flag to determine whether the assignment should be ignored if the
host is offline.

- Assignment flags for the start and end of jobs.
Here are some examples of assignments:

count+=1
status=error
mach2:log+=3

In the case of assignments from an exit code or signal number only the plan
assignment is provided. The keyword exitcode or signal is used in the statement
instead of a constant. For example:

status=exitcode
killed by=signal

If the R flag is set, to reverse a start assignment, the assignments performed are:

Operator Reverse implies

= Assign zero to an integer value or an empty string to a string value.
+= -= decrement value by same constant used for increment.

-= += increment value by same constant used for decrement.
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Operator Reverse implies
/= divide value by same constant used for multiplication (ignoring any

remainder).
/= *= multiply value by same constant used for division.
%= Unchanged, since this operation does not have a meaningful complement.

Note that reverse assignment may still be applied if the job has no start assignment
flag to be reversed. The operation is still applied in the "reversed" state as above as if
the start condition had applied. However it is recommended that you avoid this.

Where an assignment operates upon a variable on a remote machine, there is a
possibility that the remote machine's copy of the scheduler is not running or
disconnected. To handle this the assignment has the option to specify whether the
operation is critical or not.

If the assignment is specified as critical the job has to wait until the machine is
available, for the operation to be performed, before running.

Alternatively if the assignment is specified as non-critical and the machine is not
available, the job will be run without performing the specified operation.

Once a job is running the critical specification has no effect. If a remote variable
becomes unavailable during execution of a job, any critical job completion
assignments to that variable are ignored.

6.10 Meta-Data

There are several useful parameters from the job specification that can be substituted
into arguments, environment variables and I/O redirections. These are:

%S Command Interpreter name
%t Job title

%U User name

%G Group name

%NO Host name where job originated
%d1l  Job number, in decimal

%d2 Priority, in decimal

%d3 Load Level, in decimal

%x1  Job number, in hexadecimal

%X2 Priority, in hexadecimal

%X3 Load Level, in hexadecimal

%% To insert a single % character.
“cmd”  Insert first line of output of cmd.

The substitution is performed at run time, making sure that the information is up to
date.

For example to output a standard banner containing the Title and Job ID number, each
parameter could be set up in an environment variable. If the environment variables
are:

Page 49



GNUbatch Reference Manual

JOBNUM=%d1
JOBNAME=%t

then a simple piece of shell script to use them might look like this:

cat <<endbanner

3k >k 3k 5K >k 3k >k >k >k >k 5k >k >k 5K >k >k >k >k >k 5k >k >k >k >k >k >k 5k >k >k 5K >k >k >k >k >k >k >k >k >k >k >k k >k k
Output from Job: $JOBNAME

Job ID number: $JOBNUM

>k 5K >k 5k >k 5k >k k5K 3k 5k >k 5k >k 3k ok >k 5k >k 5k koK ok >k 5k >k 5k >k ok ok >k 5k >k k koK ok k ok kok kok ok

endbanner
The output can be re-directed to a unique file by using the job number like this:

1>/joblogs/jobnumsdl
6.11 Command Interpreters

The command interpreters are separate entities which are referred to in the job
specifications. Each command interpreter specifies the following set of parameters:

A unique identifier which is used, both internally and by user programs,
to refer to the command interpreter.

Holds the full path name of the command interpreter program. This can
Program be any program, such as the Bourne shell, usually /bin/sh, or the Korn
shell, usually /bin/ksh, that will read commands from standard input.

Specifies any "predefined" arguments that are to be passed to the
command interpreter when it is invoked, preceding any arguments

Arguments which are given to the job. This is very commonly set to -s for shells,
which directs the shells not to interpret the first actual argument as a
file name.

Sets the default Load level to be given to all jobs running under the
Load Level command interpreter. Only users with the special create privilege may
override this default for a job.

Sets the Unix nice value for processing batch jobs under this command
Nice interpreter. The default is 24. Remember that increased priority is
denoted by a low nice value.

When getting a list of processes using a command like ps, the batch jobs
will normally have the name of the command interpreter program they

Argument 0 are running under. Setting the Argument 0 option causes the job title to
be used as the process name instead. This may confuse some programs,
hence it is made an option.

Arguments with $ in are expanded by GNUbatch, rather than by the
command interpreter. This may be desirable in cases where the
command interpreter is not a shell, or where the semantics of $ signs in
arguments is different than that of the shell.

Name

Expand args

The same program can be used by more than one command interpreter, for example
with low nice values (and hence a high priority) and a high load level or vice versa.

Be careful about using the Expand Args flag with shells and in conjunction with
arguments specified in the job and environment variables with quotes etc in. This is
because most shells identify syntax before expanding variables. So for example if
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argument 1 contained a single quote and argument 2 contained My String, then

echo $1$2%1
would print

'My String'
having identified the syntax first and decided that there are no quotes, but if the
arguments were expanded the shell would never "see" the $1 and $2 constructs and
the output would be

$2

As the quotes would "protect” the $ from expansion.
6.12 Queues

All of the jobs on a GNUbatch host run in the same physical queue. There is however a
mechanism of virtual queues, referred to simply as queues, that can be used for
grouping jobs together. GNUbatch does not impose any structure or operations on
these queues. It provides mechanisms to restrict the view of and selectively query the
physical queue by virtual queue names.

This is enough, combined with the configurability and extensibility options of
GNUbatch to provide sophisticated management of queues of jobs.

Each job is associated with just one queue. If no queue is specified then the job is said
to be in the null queue. A view or query can be restricted to a set which contains one
or more queues, and which may include or exclude the null queue.

The set of queues may be one name, a list of names or a list of patterns for matching
queues. It may be advisable to use quotation marks around the queue specification
when invoked from a shell command. They may be given as a comma-separated list of
alternatives, including the use of shell-style wild-cards. For example

test

would restrict the view to just the queue test.

"dev_a,testl, test2"”
would select the three separately named queues: dev_a, testl and test2.
"dev*,test[3-7]"

select jobs in any queue whose name starts with the string "dev" and jobs in queues
test3, test4, test5, test6 and test?7.

The wild-card options are:

* Matches anything

? Matches one character

[a-mp] Matches one character in list or range
['n-zg] Matches one character not in list or range
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6.12.1 Examples

It is important to devise a naming convention for queues that reflects the structure of
the batch processing. It is also a good idea to use the same naming conventions for
job control variables related to particular queues. The queue name could be
incorporated into the variable name.

For example variables associated with jobs in queue abc could be named as follows:

abc progress
could be used to control the progress of a chain of jobs in queue abc.

abc_count
to indicate how many times the chain has run.

The queue name abc is not very meaningful. It is best to choose names which
describe the family of jobs in each queue. A queue of jobs that handle wages could be
called Payroll. Since the word Payroll has been used for the queue name it can be
left out of individual job titles. A job originally called

Check run for Payroll
could be put in queue Payroll and titled

Payroll:Check run

Queue names can indicate more than just a simple functional grouping. By taking into
account how queues can be selected using wild card characters, much more complex
groupings can be implemented.

6.12.1.1 Naming Conventions for Overlapping Sets

Queue names can reflect the business area which jobs relate to with names like:
sales, lease, and returns. Alternatively they can indicate the developmental state of
jobs with names like: dev, test, and live.

The selection mechanisms enable queues to represent jobs as belonging to
overlapping groups of activity. For example: a suite of jobs currently being developed
might be in the queue dev sales. When ready to hand over to operations the queue
name would be changed to test sales. Once the jobs are ready for production work
they would be moved again to lLive sales.

Typical selections would be:

*sales

for all jobs in a queue relating to sales,
live*

forall jobs in queues for production jobs,

dev*, test*

for jobs in the development and test queues,

*sales, *lease
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for all job relating to sales and leasing.
6.12.1.2 Naming Conventions for Sub-Queues or Hierarchies

Jobs may be related in a structure that resembles a family tree. This structure can be
reflected in the queue naming conventions adopted for these jobs.

For example all jobs related to customer accounts might be in a queue called cust.
Within that queue the jobs could be broken down into smaller units indicating what
type of task each does, by a suffix. Jobs that update customer records may have a
suffix of ch and those that generate reports could have rep.

Even finer resolution could be obtained by an additional suffix, perhaps indicating
what customer information is being used: Addresses could be indicated by addr and
credit limits by cred.

Used with meaningful job titles a list of jobs in the queue cust* might look like this:

cust ch addr:Fred Smith

cust rep mktg:MailshotList
cust new:Bloggs Builders
cust rm:Inactive Accounts
cust ch cred:Xi Software Ltd
cust rep addr:Scotland

cust rep bal:OverCreditLimit

Restricting the selection to cust rep* would give only:

cust rep mktg:MailshotList
cust rep addr:Scotland
cust rep bal:OverCreditLimit

6.13 Holidays

Holidays are an 8th type of day to avoid for repetitions. It relates to a single table of
holidays for the current, past and present years. A system administrator can set up,
and any user can view, the table of holidays for the year using the programs gbch-q,
gbch-xg and gbch-xmgq.

The repeat time for a job is calculated at the previous run time. Any changes made to
the table of holidays are not automatically taken into consideration by pending jobs.
The changes only take effect after the job is next run.
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7 Internal Programs and file formats

The following lists the internal programs and file formats used by GNUbatch. With a
few exceptions these programs should not be invoked or accessed by a user including
an administrator.

The internal programs are all held in the same directory,
/usr/local/libexec/gnubatch by default. If the default directory is not used it will
be pointed to by the SPROGDIR environment variable set up in the
/usr/local/etc/gnubatch.conf file.

7.1 Core Programs
7.1.1 btsched

/usr/local/libexec/gnubatch/btsched [-options]
btsched is the scheduler process for the GNUbatch batch processing system.

It is normally invoked by the system startup routines, or otherwise by gbch-start.

It may take certain options from the command line, but these are normally passed to
it by gbch-start and are not documented here as they are part of the internal
interfaces of GNUbatch and are subject to change.

Information, either in respect of other machines to connect to, or pre-existing jobs and
variables on the current machine, are read respectively from the files
/usr/local/etc/gnubatch.hosts and the directory /usr/local/var/gnubatch
(unless changed via the master configuration file /usr/local/etc/gnubatch.conf).

A "slave" btsched process is spawned to control running jobs, and if a networked
version of GNUbatch is being run, then an additional "slave" btsched process is
spawned to monitor and process incoming network messages.

Incoming remotely-submitted jobs and APl interfaces are handled via a separate
process (also invoked by gbch-start), xbnetserv.

7.1.1.1 Files used

/usr/local/etc/gnubatch.hosts Host names and descriptions
/usr/local/etc/gnubatch.conf Master configuration file
/usr/local/share/gnubatch/help/btint-config Message file
/usr/local/var/gnubatch Spool directory
/usr/local/var/gnubatch/btsched_jfile Job file
/usr/local/var/gnubatch/btsched_vfile Variables file
/usr/local/var/gnubatch/btsched_reps Error log file
/usr/local/var/gnubatch/btufile User data
/usr/local/var/gnubatch/btmm_jobs Job memory-mapped file
/usr/local/var/gnubatch/btmm_vars Variables memory-mapped file

Communication buffer

/usr/local/var/gnubatch/btmm_xfer memory-mapped file
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7.1.1.2 IPC Facilities used

An IPC message queue, with key 0x5869b000 and owned by user batch is created by
btsched and used to receive messages from user processes and pass instructions to
and internal messages from the slave btsched processes to the master.

Two shared memory segments are created to hold details of jobs and variables. As the
shared memory facility provides no facilities for growth, then additional shared
memory segments may be created if the job and variable lists expand sufficiently and
the original ones deallocated.

A further shared memory segment, with key 0x5869b100 is created to hold details of
pending jobs before transfer to the main shared memory segment.

The keys given to the shared memory segments start at 0x5869b002 and ascend
upwards to 0x5869b064 before wrapping around.

If built to use memory-mapped files rather than shared memory, the files are held in
the spool directory, by default /usr/local/var/gnubatch, and have the names
btmm_jobs, btmm_vars and btmm_xfer.

A set of at least 10 semaphores, with the key 0x5869b001 is created to interlock
access to the shared memory segments, and a further set of 3 semaphores with the
key 0x5869b003 is created to interlock network processes.

The presence or absence of these IPC facilities is used by btsched and other programs
to determine whether a previous copy of itself is running. If btsched is abnormally
terminated, it may be necessary to delete these IPC facilities before btsched can be
restarted.

The utility gbch-ripc may be used to delete the IPC facilities quickly.
7.1.1.3 Internet ports used

Btsched accepts and sends interconnections from other machines on TCP port, passes
the contents of batch jobs on a further TCP port, and undertakes "probes" on a UDP
port.

The port numbers are set up in the /etc/services file when GNUbatch is first
installed.

7.1.2 xbnetserv

/usr/local/libexec/gnubatch/xbnetserv
Xbnetserv is the remote server process for the GNUbatch batch scheduler system.

It serves 3 purposes
1. It accepts jobs from other hosts submitted by gbch-rr.

2.1t accepts jobs and administration requests from DOS and Windows
machines.

3. It supports API operations.
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It is normally invoked by the system startup routines, or otherwise by gbch-start.

It takes no arguments from the command line (and ignores any which are supplied).
Information, in respect of other machines to connect to is read from the file
/usr/local/etc/gnubatch.hosts.

7.1.2.1 Internet ports

xbnetserv uses 2 ports

gbatch-netsrv

(N.B. no second "e") to accept incoming jobs on TCP from gbch-rr and on UDP from the
DOS/Windows interface, and 2 further ports

gbatch-api
to communicate with the API library.

The port numbers are set up in the /etc/services file when GNUbatch is first
installed.

7.1.2.2 Diagnostics

xbnetserv runs as a "daemon process" and diagnostics, apart from those detected
when it is first started, are not usually written to any terminal but to the file
/usr/local/var/gnubatch/btsched_reps.

In the event of any problems this file should be examined.
7.2 btexec

/usr/local/libexec/gnubatch/btexec options

Btexec runs commands for macros under the identity of the invoking user. This is
required because gbch-q, gbch-xq and gbch-xmq are set-user programs (to other than
root) and there is an inherent security breach in many versions of Unix in that such
programs cannot divest themselves of traces of the set-user user id.

This program is only intended for internal use and is not further documented.
7.3 Bgtksave

/usr/local/libexec/gnubatch/bgtksave options

Bgtksave is invoked by the GTK programs gbch-xq gbch-xr and gbch-xuser to save
options as required by the user. This is required because they are are set-user
programs (to other than root) and it is needed to assume the identity of the original
user in cases where it is needed to update files in the user's home directory.

This program is only intended for internal use and is not further documented.
7.4 Bgtkldsv

/usr/local/libexec/gnubatch/bgtkldsv options
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Bgtkldsv is invoked by the GTK program gbch-xr to load and save job files as required
by the user. This is required because gbch-xr is a set-user programs (to other than
root) and it is needed to assume the identity of the original user in cases where it is
needed to update files in the identity of the user (which GTK forbids being different
from the effective user).

This program is only intended for internal use and is not further documented.

7.5 Message Handlers

7.5.1 btmdisp

/usr/local/libexec/gnubatch/btmdisp options

Btmdisp generates messages as required by btsched in response to the mail or write
completion options of batch jobs.

By default, it uses the system basic mailer to dispose of mail options, btwrite to send
messages to users' terminals and dosbtwrite to send messages to Windows PCs.

The messages are generated by btmdisp from the system message file, which by
default is /usr/local/share/gnubatch/help/btint-config.

The program to be used in each case may be overridden by assignments to the
environment variables MAILER, WRITER and DOSWRITER, most conveniently in the
master configuration file /usr/local/etc/gnubatch.conf. The program (or shell
script) to be run in each case should take data on standard input and the relevant user
name as the first argument, and will run under the identity batch.

These variables may also be set on a per-user basis by assignment in a .gnubatch file
located in a user's home directory. The user may also specify an alternative message
file by assignment to the variable SYSMESG. These programs or scripts will be run
under the identity of the user, typically the owner of the job to be run.

The interface (options etc) are internal to GNUbatch and are not documented here.

7.5.1.1 Notes

Btmdisp is identical to GNUspool's spmdisp, apart from using different message and
configuration files.

7.5.2 btwrite

/usr/local/libexec/gnubatch/btwrite user [ ... ]

Btwrite sends messages to users' terminals in response to the -w option of gbch-r and
equivalent. It is used in preference to the write(1) command as this picks just one (and
usually the wrong one!) of the terminals at which the user may be logged in, and does
not display a suitable name for the originator of messages.

Btwrite takes a list of one or more users as arguments. It sends the text on standard
input to each user's terminal. The message is mailed to users who cannot be reached.
This facility is available for use in your own software if you wish.
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7.5.2.1 Notes
Btwrite is identical to GNUspool's spwrite(8), apart from using a different message file.

7.5.3 dosbtwrite

/usr/local/libexec/gnubatch/dosbtwrite options

Dosbtwrite sends messages to Windows PCs similar to btwrite does for user's
terminals in response to the equivalents of the -w options of gbch-r and equivalents.
This is only done for jobs which originated on Windows PCs.

The Windows PC must be running btqw for this to be effectual.

If the job was submitted by a user working from a client with a DHCP-allocated IP
address, a message may be received on all clients currently logged-in with that user
name.

7.5.3.1 Notes

Dosbtwrite is identical to GNUspool's dosspwrite, apart from using a different message
file.

7.5.4 Jobdump

jobdump options

jobdump is invoked by gbch-q, gbch-xmq and gbch-jdel to unqueue jobs when
required.

It is not intended for general use and is not documented further.
7.6 File Formats

7.6.1 /usr/local/etc/gnubatch.conf

/usr/local/etc/gnubatch.conf is an optional file for reconfiguring the GNUbatch
batch management system.

This may be useful for relocating standard files and directories, such as SPOOLDIR
which defaults to /usr/local/var/gnubatch so that a different spool directory is
used. However completely arbitrary environment variable assignments may be made
so as to pass the resulting environment on to various subprocesses invoked by the
scheduler.

Note that as the environment is assigned early within gbch-r, then any jobs created
will have these environment variables assigned. However there is an alternative
syntax (see below) to avoid this.

The format of the file consists of two different forms of assignment.

Sets up the given environment variable in all programs

SPOOLDIR=/usr2/spooldir and jobs invoked by GNUbatch.
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Denotes environment variables which should not be

SPOOLDIR: /usr2/spooldir passed on to subprocesses, or to jobs created by gbch-r.

Comment lines may be included, introduced by a # sign, and blank lines are ignored.

The latter environment assignment format is used by default in the installation
process for GNUbatch.

Every component program of GNUbatch examines this file and resets its environment
from this file as the first step of execution.

7.6.2 /usr/local/etc/gnubatch.hosts

/usr/local/etc/gnubatch.hosts is used to inform the GNUbatch batch scheduling
system, and in particular btsched and xbnetserv, which other host machines are to be
attached.

The host machines should in general be provided for in the standard file /etc/hosts.

The file consists of comment lines introduced by the # character, and of lines
consisting of up to 4 fields, of which only the first is mandatory. These fields are as
follows:

7.6.2.1 Host name

This is the name of the host as given in the /etc/hosts file.

Alternatively an internet address of the form 193.112.238.10 may be given if
necessary and an alias is provided on the next field, but this is not recommended.

7.6.2.2 Alias name

This is the name of an alias to be used in preference to the host name to refer to the
machine. To be particularly beneficial, this should be shorter than the host name.

If this field is not required, but subsequent fields are required, then the alias name
may be replaced by a single - sign.

7.6.2.3 Flags

This is a comma-separated list of markers to denote information about the connection.
The currently-supported markers are as follows:

Indicates that a datagram should be sent, and a reply awaited, from
the host, before a full-blown connection is attempted. This is

probe recommended wherever possible, or it is not sure in which order
machines are booted.
manual indicates that no connection at all is attempted. To connect to the

machine in question, then gbch-conn should be invoked.

indicates that the host is "trusted" by the current machine, which
trusted transmits information about Windows clients and their password
validations, so the other host need not make such enquiries.
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indicates that no connection is attempted; the current machine is
acting as a server for Windows clients. The specified username is to
be considered as the owner of any jobs submitted, and the user to

%bégrrlﬁame) whom charges should be applied and to which privileges apply; see
gbch-user.
If is omitted, then the Windows user is assumed, which

should correspond to a user name on the host system.

Indicates that the whole entry identifies a "roaming user" who might

be using one of several Windows clients, possibly with IP addresses

assigned via DHCP. The host name in this case is replaced by the
Clientuser Windows user name, and the alias gives the Unix user name if
(machine) different.

If is specified, then a password is demanded at the
Windows client if the client's IP address does not match that of
machine.
dos(username) Is a synonym for client (username) kept for historical reasons.
ggiuser(machl Is a synonym for clientuser(machine) kept for historical reasons.
external Is a synonym for client (no username) kept for future extensions.
pwchk Always demand the user's Unix password when first starting up.

7.6.2.4 Timeout

This gives a timeout value in seconds after which the interface is to be considered
closed following a connection or alternatively to await a connection after a probe
request.

A default of 1000 seconds applies if none is specified.

In the case of Windows clients, the "login" is considered to be dropped after this time,
and the user may be asked for a password again.

7.6.2.5 Local address

On some machines, the "local" host address may be different from that obtained by
looking at the result of gethostname(3). To specify a different address for "this"
machine, a line of the form:

localaddress 193.112.238.112
may be specified, but this must precede all other host names in the file.
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8 User Programs

Users have a wide variety of Unix programs which may be used to submit batch jobs,
and manage scheduling. This includes a set of standard command line and interactive
programs, plus optional Motif GUI applications.

The following are the user programs available, listed by function, including some
intended only for set-up and installation. Some of the descriptions which follow are
merged together to save repetition.

More detailed descriptions of the interactive interfaces to gbch-q, gbch-user, gbch-xq,
gbch-xr, gbch_xuser, gbch-xmq, gbch-xmr and gbch-xmuser follow in the next two
chapters, the descriptions here concentrating on the command line options to these
programs.

8.1 Syntax of batch commands

All of the options referred to in the descriptions of the shell-level programs for
GNUbatch below may be supplied in a configuration file (g.v.), or in an environment
variable whose name is the same as the calling program, except that it is in upper
case with - signs changed to underscore.

This may enable defaults to be supplied according to the application from which the
program is invoked. However any options and arguments supplied on the command
line usually take priority.

Additionally by editing the appropriate message file (q.v.) it is possible to change the
option letters and keywords from those described.

8.1.1 Option types

In nearly all cases there are two alternative ways of supplying options:

Via a traditional Unix-style -letter option, for example as -z. In some cases,
such as in gbch-r and gbch-jchange we ran out of letters and had to use other
a few other characters, such as digits.

Via a keyword-style option, such as +zero-charge. Keywords are case-
insensitive.

8.1.2 Option syntax

The syntax of options is intended to be as flexible as possible. Options which do not
take arguments may be grouped together as in

-Nwm

or they may be given separately as in
-N -w -m

White space is optional in the case of options which do take arguments, thus both
-pl50

and
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-p 150
are acceptable and have the same effect.

If the keyword version of an option is given, then it must be separated from its
argument by white space thus

+priority 150
8.1.3 Configuration files

To save the user from having to specify commonly-used combinations of options,
there are mechanisms enabling these to be supplied to each program automatically.

One mechanism is the use of a configuration file, .gnubatch, in the current or user's
home directory. The other is the use of an environment variable.

These files may also be used to specify alternative message files.

The format of configuration files is akin to a set of environment variable assignments,
with empty lines and lines beginning with # being ignored.

The name assigned to is the same as that of the calling program but in upper case, for
example that corresponding to gbch-r is GBCH_R etc. This is the same as for the
corresponding environment variable.

Usually options are taken from the following places in order, so that later-processed
ones override earlier ones:

Standard Each program has a set of standard defaults which are used to
defaults initialise the parameters when the program is invoked.
User profile In some cases, for example default priority, the user's profile as

P displayed by gbch-user is used to initialise the defaults.
Home The file ~/.gnubatch is read, and any options specified therein (i.e.
directory with an assignment to the appropriate name) are interpreted.

Any options specified in the appropriate environment variable (you will
Environment almost certainly have to use quotes when setting it via the shell in
order to preserve the white space) are read and interpreted.

The file .gnubatch is read, and any options specified therein (i.e. with
an assignment to the appropriate name) are interpreted.
Current Note that this may mean that the .gnubatch file is read twice if the
Directory command is run from the current directory?. Beware therefore of
options which are cumulative, such as arguments and redirections,
and use the "cancel existing" options.

Command line Any options specified on the command line are interpreted last.

Most options have inverses so that it is possible to reset anything which may have
been set by previously-read options. Extra care should be taken with cumulative
options, notably arguments and redirections, so that these are not doubled, especially
in the case where the home directory is also the current directory.

2 GNUbatch2 overcomes this problem by using a file in directory ~/.gbch instead for the
"home directory".
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8.1.4 Option path

The above description of the order of selection of configuration files, environment and
command-line options is the default.

It may be desirable to change the order of selection of options, in to eliminate some
alternative locations or to include others.

The environment variable GB_CONFIGPATH may be set to a colon-separated list of
directories (environment variables and -~user constructs are appropriately
interpreted).

The symbol ! is used to represent the relevant environment variable, and - is used to
represent option arguments.

The default value of GB_CONFIGPATH is

This provides the interpretation of options in various configuration files and the
environment which is documented above.

Note that it is possible to eliminate or override the interpretation of options on the
command line by removing or relocating the -. This may have very surprising effects
especially where configuration files wipe out the effects of options which may have
been set on the command line. Where the interpretation of options has been removed
altogether, then any options supplied will probably be objected to or misinterpreted as
file names or similar.

The commands

+freeze-home
and

+freeze-current
and equivalents do not take into account the value of GB_CONFIGPATH in any way.

Finally please note that any non-existent or inaccessible directories and files will
(usually) be silently ignored. If a configuration file appears to exist but is inaccessible,
a diagnostic may be given; however in some cases this may be misleading due to the
fact that various versions of Unix are misleading or inconsistent with regard to the
error codes reported from an attempt to open a non-existent or inaccessible file in a
non-existent or inaccessible directory.

8.1.5 Message files

As well as providing help and error messages, screen key assignments etc, message
files also provide the option letters and keyword names used to specify the options.

For each command, there is a default message fil